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Abstract
It is now well recognized that we are witnessing a golden age of innovation with novel
materials, with discoveries that are important for both basic science and industry. With the
development of theory along with computing power, quantum materials design—the synthesis
of materials with the desired properties in a controlled way via materials engineering on the
atomic scale—is becoming a major component of materials research. Computational prediction
based on first-principles calculations has helped to find an efficient way to develop materials
that are much needed for industry, as we have seen in the successful development of
visible-light sensitized photocatalysts and thermoelectric materials. Close collaboration
between theory and experiment is emphasized as an essential for success.

1. Introduction

The load placed on our environment has grown tremendously
in recent years because of increased consumption of resources
and energy, fueled by entrenched socio-economic activities
based on mass production, mass consumption, and mass waste.
Under such circumstances, we have to make continuous efforts
to develop new materials that tackle global environmental
issues such as environmental decontamination, CO2 reduction,
and sustainable resource and energy supply, which are also of
great concern for the entering into force of the Kyoto Protocol.

With the development of theory along with computing
power, quantum materials design—the synthesis of materials
with the desired properties in a controlled way via materials
engineering on the atomic scale—is becoming a major
component of materials research. Computational prediction
based on first-principles calculations has successfully helped
to find an efficient way to develop materials, as demonstrated
recently in visible-light photocatalysts [1], high-performance
thermoelectric materials [2, 3], and super elasto-plastic
titanium alloys [4]. In these examples, we have seen that first-
principles calculations and experiments work together indeed
improve the materials properties to reach a realistic production
level.

In this paper, general aspects of computational materials
design by using first-principles calculations are first described.

1 Author to whom any correspondence should be addressed.

Since a comprehensive review of the recent progress in first-
principles calculations has been reported recently [5], here we
emphasize points that are particularly important for materials
design in industrial applications. We then present the recent
development of photocatalysts and thermoelectric materials,
enlightening how computational materials design plays an
important role in collaboration with experimental works.

2. General strategies of the materials design

We typically employ the following steps for materials design
in industry:

(1) Set target properties required for materials.
(2) Choose a benchmark system.
(3) Construct a computational model.
(4) Compute the bench mark system.
(5) Predict a new system.

In step (1), we usually set the target properties so that they
can satisfy the industrial or social requirements. No materials
structure is assumed in this stage. However, prerequisites (or
restrictions) for the constitution of materials are often enforced,
namely to be environmentally benign and sustainable. The
materials price is also to be considered as well. In step (2),
we can take a material that shows the best performance so far
reported for the target properties as an instructive benchmark.
For this purpose, we can choose the material which does not
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satisfy the above prerequisites. In step (3), since the real
material system is often too complicated to simulate directly,
one may construct a simple model capable of computations
in a reasonable time but keeping the physical essence. This
procedure requires considerable insight into the materials
science, computational physics, and engineering aspects of the
problem, and therefore close discussion with experimentalists
is indispensable. In practice, one of the crucial discussions
often made in industry is to judge the efficiency and meaning
of the computation compared to experiment. However, one
should keep in mind that the computation can access an
extreme condition, such as the absence of impurities or very
high pressure, which is not easily prepared in experiment, and
may show the possible maximum properties of materials.

Computing the benchmark system in step (4), we carefully
make sure of the computational accuracy and validity of
the model by comparing with available experimental results.
Without this knowledge, the consequences that are deduced
can be wrong. The most important and powerful aspect of the
computation is to understand the microscopic mechanism and
to derive a materials trend for the target properties. This is
followed by the prediction of a new system that may improve
the target properties over the conventional benchmark systems,
as in step (5). To this end, systematic modifications of the
material by elementary substitution or doping can often be
used. We can check the stability and/or process conditions to
synthesize the candidates, which can convince people to do the
experiment.

If we know a suitable benchmark system in advance, we
can find some of the candidates smoothly from the above
procedure. If not, however, one must introduce a new concept
and choose a system which may or may not realize the target
properties. Usually this is quite a difficult issue.

3. Visible-light sensitized photocatalysts

Since the photo-induced decomposition of water on TiO2 elec-
trodes was discovered [6], semiconductor-based photocataly-
sis has attracted extensive interest [7]. Most of the investiga-
tions, as well as the development of applications, have been
focused on TiO2, which shows relatively high reactivity and
chemical stability under ultraviolet (UV) light (wavelengths
λ < 387 nm) whose energy exceeds the band gap of 3.2 eV in
the anatase crystalline phase. On the other hand, photocatalysts
that can yield high reactivity under visible light (λ > 380 nm)
are desired, as they should allow the main part of the solar spec-
trum and even poor illumination of interior lighting to be uti-
lized. To this end, the following two ways of modifying TiO2

have mainly been employed; one is to dope transition metals
into TiO2 [8–10], and another is to form reduced TiOx photo-
catalysts [11, 12]. Both approaches introduce impurity/defect
states in the band gap of TiO2, which lead TiO2 to absorb vis-
ible light. However, subtle issues reside in the nature of these
impurity states. First, reducing TiO2 introduces localized oxy-
gen vacancy states located at 0.75–1.18 eV below the conduc-
tion band minimum (CBM) of TiO2 [12], which may sacrifice
the photo-reduction activity because a redox potential of the
hydrogen evolution (H2/H2O) is located just below the CBM

of TiO2 [13]. Second, the transition metal doping, where quite
localized d states appear deep in the band gap of the host semi-
conductor, often results in an increase in carrier recombina-
tion [9]. The probability of recombination increases with the
concentration of trapping sites that capture an electron from
the conduction band or a hole from the valence band, as de-
scribed by the Shockley–Read–Hall model [14]. Therefore, if
doping produces localized deep levels (Ei much larger than the
thermal excitation energy kBT ) in the band gap, the lifetime of
the mobile carriers may become shorter, giving low photocat-
alytic activity, as is typically observed in a system with transi-
tion metal doping.

We started by considering whether visible-light activity
could be introduced in TiO2 by doping, and we set the
following requirements: (i) doping should produce states in
the band gap of TiO2 that absorb visible light; (ii) the CBM,
including subsequent impurity states, should be as high as that
of TiO2 or higher than the H2/H2O level to ensure photo-
reduction activity; and (iii) the states in the gap should overlap
sufficiently with the band states of TiO2 to transfer photo-
excited carriers to reactive sites at the catalyst surface within
their lifetime. Conditions (ii) and (iii) resulted in the idea
that anionic species can be suitable dopants for visible-light
sensitization rather than cationic metals.

We calculated the densities of states (DOS) of the
substitutional doping of C, N, F, P, or S for O in the anatase
TiO2 crystal by using the full-potential linearized augmented
plane wave (FLAPW) formalism [15, 16] in the framework
of the local density approximation (LDA) [17] as shown in
figure 1(a). The substitutional doping of N was the most
effective because its p states contribute to band-gap narrowing
by mixing with O 2p. Although doping with S shows a
similar band-gap narrowing, it would be difficult to incorporate
it into the TiO2 crystal because of its large ionic radius, as
evidenced by a much larger formation energy required for the
substitution of S than that required for the substitution of N.
The states introduced by C and P are too deep in the gap to
satisfy the above condition (iii). The calculated imaginary
parts of the dielectric functions of TiO2−x Nx indeed show a
shift of the absorption edge to a lower energy by N doping
(figure 1(b)). Dominant transitions at the absorption edge have
been identified with those from N 2pπ to Ti dxy , instead of from
O 2pπ as in TiO2 [18].

The effectiveness of substitutional N doping was verified
by experiment. Film samples prepared by sputtering the TiO2

target in an N2 (40%)/Ar gas mixture with post-annealing at
550 ◦C in N2 gas, and powder samples prepared by treating
anatase TiO2 powder in an NH3 (67%)/Ar atmosphere at
600 ◦C, showed significant photocatalytic activity under visible
light, while both revealed similar activity to TiO2 under UV
light, as shown in figure 2. In fact, optical absorption spectra
show that the TiO2−x Nx films noticeably absorb the light at
less than 500 nm, whereas the TiO2 films do not, which is in
good agreement with the theoretical results. N 1s core levels
were investigated by x-ray photoemission spectroscopy (XPS).
The N-doped samples showed that the peak intensity at the
binding energy of 396 eV, assigned to substitutional N for the O
site, was well correlated with the photocatalytic activity. Thus
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Figure 1. (a) Calculated total DOSs of doped TiO2. The dopants F, N, C, S, and P were located at a substitutional site for an O atom in the
anatase TiO2 crystal (eight TiO2 units per cell). The energy is measured from the top of the valence bands of TiO2, and the DOS for doped
TiO2 is shifted so that the peaks of the O 2s states (at the furthest site from the dopant) are aligned with each other. (b) Calculated imaginary
parts of the dielectric functions (ε2), which are averaged over three (x , y, and z) polarization vectors, of TiO2−x Nx (thick lines) compared with
TiO2 (thin lines).

Figure 2. Photocatalytic properties of TiO2−x Nx samples (solid
circles) compared with TiO2 samples (open squares). CO2 evolution
as a function of irradiation time (light-on at zero) during the
photodegradation of acetaldehyde gas (with an initial concentration
of 485 parts per million (ppm)) under UV irradiation (BL with a peak
at 351 nm and the light power of 5.4 mW cm−2) and visible
irradiation (fluorescent light cut by the optical high-path filter (SC42,
Fuji Photo Film), with a peak intensity at 436 nm and a light power
of 0.9 mW cm−2).

the active site of N for photocatalysis under visible light was
concluded to be the substitutional site.

Since the report of Asahi et al [1], a large number
of studies have reported on the photocatalytic properties
of N-doped TiO2 under visible light, showing a promising
extension of applications where the conventional TiO2 is not
used. However, arguments for the chemical nature of N and
the mechanism of the visible-light response have not been
reconciled to date. The hydrolysis of TiCl4 with NH4OH
followed by calcination at 400 ◦C also lead to the formation of
yellowish TiO2 powder showing visible-light absorption [19].
Such an N species was assigned to be NOx -type complex,

which was consistent with the results of electron paramagnetic
resonance (EPR) measurement on TiO2 samples treated with
ammonia and calcined at high temperature [20]. Chen and
Burda suggested that the NOx -type complex species with a
binding energy of 400 eV is responsible for the visible light
sensitization [21]. These experimental results suggest that the
detailed N states in TiO2 would vary with the employment
of a nitrification process, and the assignment of their binding
energies remains unsolved.

Considering a variety of nitrification processes, we
introduced several kinds of N complex species including N,
NO, and NO2 into a substitutional site for O (denoted as (NO)O

etc) or an interstitial site (denoted as (NO)i etc) in the anatase
TiO2 crystal. Note that the N2 complex may be controlled
by kinetics rather than thermodynamics, because two N atoms
from different source points must arrive simultaneously at the
same site, and thus formation can be suppressed when the N
concentration is as small as that observed in experiment [22].
A supercell of 16 TiO2 units (i.e. 48 atoms of the TiO2 anatase
matrix) was employed to simulate each kind of dopant, which
is thus typically 3.1% N for O. We obtained the stable geometry
by performing first-principles calculations using the projector
augmented wave method [23] implemented in the Vienna
ab initio simulation package (PAW-VASP) code [24, 25].
The generalized gradient approximation [26] was used as
the exchange and correlation potential. To calculate band
structures, we employed the FLAPW metho,d which treats all
electrons, including the core electrons, self-consistently and
relativistically, thus it is most suitable for comparing with the
experimental XPS results. Note that an absolute value of the
binding energy (a core level with respect to the Fermi energy)
is not accurately evaluated from an eigenvalue of the single
electron within the present theoretical framework. Instead,
we calculated an energy difference (�N−Ti) between the N 1s
core level and an averaged value of Ti 2p3/2 over the unit cell.
We then obtained the binding energy, BE = �N−Ti + �0,
where a rigid offset �0 is rather arbitrary, but here we set it
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Table 1. Calculated N 1s binding energies, BE in eV, and their errors
in eV estimated by the Ti 2p3/2 levels within the unit cell. The BE for
(N)O is assumed to be an experimental value [27].

Dopant BE Error

(N)O 395.70 0.17
(N)i 397.66 0.11
(NO)O 398.10 0.12
(NO2)O 399.81 0.03
(NO)i 399.85 0.10

so that the BE of N 1s for the (N)O species agrees with one
of the experimental values, 395.7 eV [27]. The error of this
evaluation is given roughly by the standard deviation of the Ti
2p3/2 levels within the unit cell, because the considered unit
cell would not be large enough if the error is large.

We list in table 1 the N 1s binding energies calculated by
the self-consistent core levels with errors estimated by the Ti
2p3/2 levels within the unit cell. The error is at most 0.2 eV,
which is small enough to distinguish the N 1s binding energies
among the N species. The (NO)i and (NO2)O species are
accompanied by a large distortion of the TiO2 lattice, so we
expect that these species may found mostly at the surface or in
the voids of the solid, as suggested [22]. The (N)i and (NO)O

can be interpreted as an intermediate state from weak bonding
with an isolated molecule (BE = 400 eV) to an atomic N
chemisorption with the lattice Ti (BE = 396 eV).

We examined the experimental XPS spectra of the samples
prepared by different methods. A powder sample was obtained
by treating anatase TiO2 powder (ST01, Ishihara Sangyo
Kaisha Ltd) in the NH3 (67%)/Ar atmosphere for 3 h at
600 ◦C (denoted as Powder 1). We also prepared another
powder sample (denoted as Powder 2) by hydrolysis of TiCl4
with NH4OH, followed by calcination at 400 ◦C, as reported
by Sato [19]. The film sample was prepared by sputtering
the TiO2 target in N2 (40%)/Ar gas mixture and with post-
annealing at 550 ◦C in N2 gas for 4 h (denoted as Film).
These samples showed fairly good photocatalytic activity
under visible light [1, 19].

In figure 3, we show the XPS spectra of Powder 1,
Powder 2, and the film along with the BEs obtained by the
FLAPW calculations. Powder 1 and the film samples show
peaks at around 396 and 398 eV in addition to the peak at
400 eV, while only the peak at 400 eV is observed in Powder 2,
suggesting that the N species in Powder 2 is different from
that in Powder 1 or Film. In fact, the chemical stabilities
among these samples are different; the photocatalytic activity
under visible light for Powder 2 disappeared after the sample
was heated in air at 500 ◦C, while Powder 1 still exhibited
significant visible-light photocatalysis even after annealing in
air at 550 ◦C [28]. These results indicate that the states with
the lower BEs, namely 396 and 398 eV, are chemically more
stable. The decomposed XPS peaks coincide very well with
the calculated BEs. Besides the peak at 396 eV, which is
assumed to be (N)O, the peaks at 398 and 400 eV are assigned
to be (N)i or (NO)O and (NO)i or (NO2)O, respectively. In
Powder 2, (NO2)O or (NO)i is suggested to dominate among
the N species. This is considered to be a consequence of the
hydrolysis process. In fact, detailed studies of the formation

Figure 3. The measured x-ray photoemission spectra of the N 1s
states for (a) Powder 1, (b) Powder 2, and (c) Film. The peak
decompositions were performed to find the detailed peak positions.
The binding energies evaluated by the FLAPW calculations (table 1)
are indicated at the top.

energies show that (NO2)O and (NO)i are stabilized in oxygen-
rich conditions and, on going to the Ti-rich condition, (N)i

and (NO)O and then (N)O become stable [29]. This explains
why Powder 1, nitrified under rather reducing conditions,
gives the peaks at 398 and 396 eV, and shows higher thermal
stability than Powder 2. Note that the reducing condition may
introduce oxygen defects. More efficient and less oxygen-
defect nitrification can thus be realized by using an oxygen-
containing nitrogen gas source such as NO [29].

We performed first-principles calculations for materials
design of the visible-light sensitized photocatalyst as well as
comprehensive studies regarding possible N complex species
introduced in TiO2. We also investigated the effects of
different nitrification conditions. The substitutional N for
oxygen is stable under a reduced process condition, while NOx

species may appear under an O-rich process condition. The
calculated results show good agreement with the experimental
XPS spectra and consistency with the trend in the process
conditions. It is clear that realizing the N species in a
more controlled way via the process conditions is crucial to
achieving optimized photocatalytic performance.

The active wavelength of TiO2−x Nx , of less than 500 nm,
promises a wide range of applications. In fact, recently various
kinds of products using this photocatalyst (V-CAT, Toyota
Tsusho Co.), including wallpaper, cloth, coating for glasses,
etc, have been commercialized. Their photocatalytic functions,
such as anti-bacteria, deodorizing, and purifying the air, proved
to be significant under interior lighting over conventional TiO2.
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4. Half-Heusler-type thermoelectric materials

Complex alloy systems have been of considerable interest
in recent years for their intriguing transport properties, in
particular aiming for thermoelectric applications along with
increasing concern about environmental issue. The recently
reported complex system, AgPbmSbTe2+m (m ∼ 18), showed
a dimensionless thermoelectric figure of merit ZT (=σ S2/κ ,
where σ is the electrical conductivity, S is the Seebeck
coefficient, and κ is the thermal conductivity) as large as 2.2
at 800 K, which was the highest value ever reported in bulk
systems [30]. Such a high value of ZT was realized by the
possession of a large Seebeck coefficient S = 380 μV K−1

coupled with a low thermal conductivity κ = 1.1 W mK−1 at
800 K. An interesting structural feature was found in electron
microscopy observations, suggesting the formation of Ag–
Sb nanodots in the PbTe matrix. In fact, first-principles
calculations implied that Ag and Sb ions tend to locate
closer to make a pair-wise complex, which is consistent with
the formation of Ag–Sb nanodots and the very low thermal
conductivity [31]. Also, it was shown that a high Seebeck
coefficient and electrical conductivity are maintained, thereby
leading to the possession of a high ZT beyond that of PbTe.
Despite such a high ZT, the inclusion of toxic elements such as
Pb and Te may limit applications.

MNiSn-based (M = Ti, Zr, Hf) compounds are one of
the most promising n-type thermoelectric materials, possibly
consisting of no toxic elements [32]. These are often
referred to as the half-Heusler compounds, possessing the
cubic MgAgAs-type structure where half of the Ni atoms
in the full-Heusler alloys MNi2Sn are removed to form an
ordered lattice of vacancies. Previous studies showed that they
have a relatively narrow band gap of 0.1–0.5 eV as well as
a high Seebeck coefficient and high electrical conductivity,
thus yielding a large power factor (PF = S2σ ). One of
the challenges was to reduce the thermal conductivity to
increase ZT. For this purpose, several isoelectronic alloys with
substitutions for M and Ni sites have been studied to introduce
mass fluctuations and strain field effects [33, 34]. Another
prescription is to change the carrier concentration, which is
often realized by Sb doping for Sn in these n-type half-Heusler
compounds, for maximizing PF and ZT [35]. Hohl et al
reported Z T = 0.5 at 700 K in (Zr0.5Hf0.5)0.99Ta0.01NiSn [36],
Shen et al reached a higher Z T = 0.7 at 800 K in
Hf0.5Zr0.5Ni0.8Pd0.2Sn0.99Sb0.01 [37], and Kim et al reported a
similar Z T = 0.78 at 770 K in Ti0.95Hf0.05NiSn0.99Sb0.01 [38].
Sakurada and Shutoh reported Z T = 1.5 at 700 K in
Ti0.5Zr0.25Hf0.25NiSn0.998Sb0.002 prepared by arc-melting and
hot-press sintering [39], which is much higher than that in
any previous reports. Their results showed significant effects
on reducing thermal conductivity by double isoelectronic
substitutions for the M site, i.e. the coexistence of Ti, Zr,
and Hf. Recently, Culp et al evaluated ingot samples to have
Z T ∼ 0.5 at T ∼ 700 K for Ti0.5Zr0.25Hf0.25NiSn0.99Sb0.01

and a rather higher Z T = 0.81 at T = 1025 K
for Hf0.75Zr0.25NiSn0.975Sb0.025 [40]. They found a large
disagreement in thermal conductivity with that by Sakurada
and Shutoh (6 W mK−1 versus 3 W mK−1).

To realize high-performance bulk thermoelectrics, we
have performed first-principles materials design for the
MNiSn-based half-Heusler compounds. Inspired by the
reported high thermoelectric properties in AgPbmSbTe2+m

(m ∼ 18) [30, 31], we introduced pair-wise co-doping,
i.e. A+–B− (where A+ and B+ are positively and
negatively charged ions, respectively), which screens long-
range Coulomb interaction with electrons but effectively
plays a role as phonon scattering centers. We have thus
considered the following requirements for designing high-
performance thermoelectric materials: (i) a co-doping with
simultaneous substitutions for two of three sites in the half-
Heusler compound is introduced, but keeping the number
of valences of 18 to ensure the semiconducting state; (ii)
these two substitutional dopants energetically take a stable
configuration, where they are located closer to each other in
order to keep the charge neutrality in a nanoscale region around
the dopants; and finally (iii) the predicted thermoelectric
properties show an improvement over the system without co-
doping.

We used PAW-VASP code for the first-principles
calculations. The generalized gradient approximation was used
for the exchange and correlation potential. To calculate doped
systems and their formation energies, we used supercells sized
from Ti4Ni4Sn4 to Ti32Ni32Sn32 with/without substitutional
dopants. The formation energy φf for substitutional doping
of A for a Ti site is calculated by φf[Ti → A] =
E(Tin−1ANinSnn)−E(TinNinSnn)−μ(A)+μ(Ti), where E is
the total energy of the system and μ is the chemical potential of
the constituent element in its standard metallic state. Similarly,
we evaluated the formation energy for co-doping, taking the
standard metallic state of each element as the reference. The
lower formation energy for the dopant means that it is more
stable in the crystal. We only consider a solid solution with
doping, which is ensured for a small doping level as performed
in experiment shown below. We used sampling k points of
3×3×3, and the stable structure was assumed when the atomic
force was less than 0.02 eV Å

−1
. To calculate band structures

and transport properties, we employed the FLAPW method.
The electrical conductivity σ and the Seebeck coefficient S
were calculated by using the Bloch–Boltzmann expressions:

σE(ε, T ) = e2 N(ε)υ2(ε)τ (ε, T ), (1)

σ(T ) =
∫

σE(ε, T )

[
−∂ f (ε)

∂ε

]
dε, (2)

S(T ) = 1

eTσ(T )

∫
(ε − μ)σE(ε, T )

[
−∂ f (ε)

∂ε

]
dε, (3)

where N denotes the density of states, υ the group velocity,
f the Fermi function, and μ the chemical potential. In
these expressions, we neglected the energy dependence of the
relaxation time τ . Then S can be determined unambiguously
by first-principles calculations. This approximation has
worked well for many thermoelectric materials, as shown in
the previous works [41–43]. It is still difficult to evaluate
the electrical conductivity because of τ , which involves
complicated scattering processes. In this work, we roughly
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Figure 4. (a) Calculated formation energies of each substitutional doping for a Ti site in Ti4Ni4Sn4. (b) Calculated formation energies with
different configurations of Sc and Sb atoms in the Ti32Ni32Sn32 supercell.

estimate a relative value of electrical conductivity with respect
to the non-doped material, σ/σ0, assuming that τ is constant.

The formation energies of each single dopant for a Ti
site in Ti4Ni4Sn4 are shown in figure 4(a). Elements such as
Sc(−1), Y(−1), Zr, and Hf are chosen as possible dopants in
the Ti site. Similarly, we obtained stable substitutional dopants
Co(−1), Rh(−1), Pd, and Pt for the Ni site, and Si, Ge, and
Sb(+1) for the Sn site. Here (+1) or (−1) means possible
electron or hole doping, respectively. From these results we
took possible combinations of the pair-wise co-doping and
evaluated the formation energies and thermoelectric properties,
as listed in table 2. The other co-dopings such as RhSb were
not as stable as those in table 2. Note that, although the
only Y doping gave a positive formation energy, co-doping
with Sb showed a negative formation energy. Compared to
the undoped system, we found an improvement in S by Y–
Sb or Sc–Sb co-doping, while σ remains similar to that of the
undoped system, thus we expected a larger PF. On the other
hand, the Co–Sb co-doped system shows lower thermoelectric
properties. We also calculated the formation energies with
different configurations of Sc and Sb atoms in the Ti32Ni32Sn32

supercell, as shown in figure 4(b). From these results, we
found that the stable configuration of Sc and Sb is the nearest-
neighboring configuration. Therefore the Sc–Sb (and also Y–
Sb) co-doping ensures local charge neutrality, so that effective
long-range Coulomb interaction with conduction electrons
around the dopants dies off. A similar situation was found in
AgSb-doped PbTe [31]. Finally, we concluded that co-doping
of Y–Sb or Sc–Sb is most suitable for enhancement of the
thermoelectric properties.

We applied the present materials design to the compound
(Ti0.5Zr0.25Hf0.25)NiSn. Partial substitution of Zr and Hf for
Ti reduces the thermal conductivity and thereby elevates the
ZT value [39]. These substitutions, however, may induce
secondary phases and non-uniformities of the composition.
Therefore we used the liquid quench (LQ) process after high-
frequency induction (RF) melting [2]. SPS sintering was then
employed to produce sintered compacts. The LQ process was
indeed crucial for improving the uniformity of the half-Heusler
phase, as observed in the x-ray diffraction and scanning

Table 2. Calculated formation energies (F.E.) and thermoelectric
properties (S, σ , and PF = σ S2) for pair-wise co-doped systems,
compared with those of the undoped system (denoted as S0, σ0 and
PF0 = σ0 S2

0 ). The thermoelectric properties were evaluated for a
carrier concentration of 1.9 × 1020 cm−3 and a temperature of 600 K.

F.E. S
(eV) (μV K−1) σ/σ0 PF/PF0

Non-doped 0 −173.48 1 1
CoSb −0.44 −165.77 0.83 0.76
ScSb −0.93 −184.66 0.99 1.12
YSb −0.37 −183.18 1.03 1.15

electron microscopy results [3]. We prepared undoped
(Ti0.5Zr0.25Hf0.25)NiSn compound, Sb-doped compound, and
Y–Sb co-doped compound. The doping concentration for
the latter two systems was optimized so that the figure of
merit ZT showed a maximum, i.e. 3%-Sb and 1%-YSb,
respectively. The results are shown in figure 5. Improving the
compositional homogeneity enhances ZT. Further significant
enhancement of the thermoelectric performance by Y–Sb
doping is observed, reaching Z T = 0.96 at 773 K. Note
that the co-doped system was superior to the single Sb-
doped system. Therefore an effect of Y–Sb co-doping is not
just the result of optimization in the carrier concentration.
A detailed structural analysis is currently being undertaken;
three-dimensional (3D) atomic distributions obtained by the
atomic probe technique show a one-dimensional chain feature
of Y [3]. Therefore, nanostructural modification in such
a co-doped system may be the key to enhancement of the
thermoelectric properties.

5. Conclusions

Through the development of visible-light sensitized photocat-
alysts and high-performance thermoelectric materials, we have
in particular emphasized materials design on the atomic scale
using computation. The universality and applicability of these
methods provide exciting insight into many applications, and
even lead to serendipity for new discoveries. Since density
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Figure 5. Experimentally evaluated thermoelectric figures of merit
for undoped (Ti0.5Zr0.25Hf0.25)NiSn compound, Sb-doped compound,
and Y–Sb co-doped compound. We employed the liquid quench (LQ)
process between high-frequency induction (RF) melting and SPS
sintering, resulting in improved compositional homogeneity and ZT,
as shown clearly for the undoped samples.

functional theory was developed in 1964, first-principles cal-
culation has now become a practical tool in materials research,
even in industry. The essentials for success will be close collab-
oration between theory and experiment, the pursuit of mean-
ingful models, and understanding the limitations and efficiency
of both theory and experiment.
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